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Abstract. In this paper, we present our research proposal based on so-
cial network analysis approach to develop recommender systems in the
academic domain. Recommender system is a solution that can help users
deal with the flood of information returned by search engines. Recom-
mender systems are widely used nowadays, especially in E-Commerce,
but it has not received enough attention in the academic domain. The
traditional approaches for recommendation do not mention relationships
which can effect to behaviors and interests of individuals. Therefore, we
applied the Social Network Analysis approach combining with traditional
methods to develop recommender systems.
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1 Introduction

The explosive growth and complexity of information that is added to the Web
daily challenges all search engines. One solution that can help users deal with
flood of information returned by search engines is recommendation. Recom-
mender systems identify user’s interests through various methods and provide
specific information for users based on their needs. Rather than requiring users
to search for information, recommender systems proactively suggest content to
users [34]. A well-known statement of Anderson, ”We are leaving the age of infor-
mation and entering the age of recommendation”, have been used as a slogan for
the RecSys (ACM Conference on Recommender Systems)1 that is a well-known
conference on recommender systems of ACM. It showed that recommender sys-
tems have attracted the attention of the research community.

Adomavicius and Tuzhilin provide a survey of the state-of-the-art and pos-
sible extensions for recommender systems [3]. Traditional recommender systems
are usually divided into three categories: (1) content-based filtering; (2) col-
laborative filtering and (3) hybrid recommendation systems [3]. Content-based

1 http://recsys.acm.org
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approaches compare the contents of the item to the contents of items in which
the user has previously shown interest (figure 1). Collaborative Filtering (CF)
determines similarity based on collective user-item interactions, rather than on
any explicit content of the items (figure 2). These traditional approaches do not
mention relationships which can effect to behaviors and interests of individuals.
Combining the social network analysis approach with traditional approaches can
help us deal with these disadvantages.

Graphical models, a ’marriage’ between probability theory and graph theory,
provide a natural tool for dealing with two problems that occur throughout ap-
plied mathematics and engineering are uncertainty and complexity [18]. Graph-
ical Models can be considered as expressive tools for analyzing, computing and
modeling behaviors, relationships and influence of users in social networks.

In this work, we present our research proposal to do recommendations in the
academic domain based on the social network analysis approach. These recom-
mendations aim to support activities of researchers, reviewers while doing re-
search such as research paper recommendation, collaboration recommendation,
publication venue recommendation, paper reviewing recommendation, etc.

2 Related work

Recommender systems are widely used nowadays, especially in E-Commerce.
Park et al. collected and classified articles on recommender systems from 46 jour-
nals published between 2001 and 2010 to understand the trend of recommender
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system research and to provide practitioners and researchers with insight and
future direction on recommender systems [31]. Their statistical numbers showed
that recommender systems have attracted the attention of academics and prac-
titioners. The majority of those research papers relates to movie (53 out of
210 research papers, or 25.2%) and shopping (42 out of 210 research papers,
or 20.0%) [31]. In another research, Li et al. said that the utilization of rec-
ommender system in academic research itself has not received enough attention
[21].

The online world has supported the creation of many research-focused digital
libraries such as the Web of Science, ACM Portal, Springer Link, IEEE Xplore,
Google Scholar, and CiteSeerX. Initially, these were viewed as somewhat static
collections of research literature. These traditional digital libraries and search
engines support the discovery of relevant documents but they do not traditionally
provide community-based services such searching for people who share similar
research interests. Recently, new research is focusing on these as enablers of a
community of scholars, building and analyzing social networks of researchers
to extract useful information about research domains, user behaviors, and the
relationships between individual researchers and the community as a whole.

Microsoft Academic Search, ArNetMiner [36], and AcaSoNet [2] are online,
web-based systems whose goal is to identify and support communities of scholars
via their publications. The entire field of social network systems for the academic
community is growing quickly, as evidenced by the number of other approaches
being investigated [1][28][27][6][26].

As we mentioned above, traditional recommender systems are usually di-
vided into three categories: (1) content-based filtering; (2) collaborative filtering



and (3) hybrid recommendation systems [3]. Content-based approaches com-
pare the contents of the item to the contents of items in which the user has
previously shown interest. Automated text categorization is considered as the
core of content-based recommendation systems. This supervised learning task
assigns pre-defined category labels to new documents based on the document’s
likelihood of belonging to a given class as represented by a training set of la-
beled documents [39]. Yang et al. reported a controlled study with statistical
significance tests on five text categorization methods: Support Vector Machines
(SVM), k-Nearest Neighbors (kNN) classifier, neural network approach, Linear
Least-squares Fit mapping and a Nave Bayes classifier [39]. Their experiments
with the Reuters data set showed that SVM and kNN significantly outperform
the other classifiers, while Nave Bayes underperforms all the other classifiers.
In other work, kNN was found to be an effective and easy to implement that
could, with appropriate feature selection and weighting, outperform SVM [9].
So, kNN was considered as a baseline to compare with our proposed methods
for the publication venue recommendation problem [25].

Collaborative Filtering (CF) determines similarity based on collective user-
item interactions, rather than on any explicit content of the items. Su et al. has
summarized a detail review of some main CF recommendation techniques [35].
There are two main methods in CF: (i) memory-based; and (ii) model-based.
Memory-based algorithms operate on the entire user-item rating matrix and
generate recommendations by identifying a neighborhood for the target user to
whom the recommendations will be made, based on the agreement of user’s past
ratings. Memory-based techniques have some drawback including the sparsity of
the user-item rating matrix due to the fact that each user rates only a small sub-
set of the available items and inefficient computation of the similarity between
every pair of users (or items) within large-scale datasets. To deal with challenges
associated with the sparse and high dimensional dataset in the research paper do-
main, Lance Parsons et al. presented a survey of the various subspace clustering
algorithms. They also compared the two main approaches to subspace clustering
and discussed some potential applications where subspace clustering could be
particularly useful [32]. Agarwal et al. proposed a scalable subspace clustering
algorithm ScuBA which can be applied for research paper recommender systems
and for research group collaboration. They took advantage of the unique charac-
teristics of the data in the research paper domain and provided a solution which
is fast, scalable and produced high quality recommendations [4][5].

To overcome the weaknesses of memory-based techniques new research fo-
cuses on model-based clustering techniques including social network-based or
clustering techniques using social information that aim to provide more accu-
rate, yet more efficient, methods. Pham et al. proposed model-based techniques
that use the rating data to train a model and then the model is used to derive the
recommendations [33]. In another recommendation research using CF, Li et al.
proposes a basket-sensitive random walk model for personalized recommenda-
tion in the grocery shopping domain. Their proposed method extends the basic
random walk model by calculating the product similarities through a weighted



bipartite network and allowing the current shopping behaviors to influence the
product ranking scores [22]. In general, the basic idea of the traditional recom-
mendation approaches is to discover users with similar interests or items with
similar characteristics or the combination of these. The traditional approaches
do not mention the relationship which can effect to the behavior and the interest
of individuals.

Social network analysis (SNA) is a quantitative analysis of relationships be-
tween individuals or organizations to identify most important actors, group for-
mations or equivalent roles of actors within a social network [19]. SNA is consid-
ered a practical method to improve knowledge sharing and it is being applied in
a wide variety of contexts [29]. However studies on recommender systems using
social network analysis are still deficient. Therefore, developing the recommen-
dation system research using social network analysis will be an interesting area
further research [31]. In particular, Kirchhoff et al. [19][20] and Gou et al. [11]
apply SNA to enhance an information retrieval (IR) systems. Xu et al and Liu
et al applied SNA to detect terrorist crime groups [37][23].

New research recently focuses on SNA approach and also the combination
of the traditional approaches and the SNA to bring out better recommenda-
tions. Jianming He et al. presented a social network-based recommender system
(SNRS) which makes recommendations by considering a user’s own preference,
an item’s general acceptance and influence from friends [12]. They collected data
from a real online social network and their analyzing on this dataset reveals that
friends have a tendency to review the same restaurants and give similar rat-
ings. Their experiments with the same dataset shown that SNRS outperformed
than other methods, such as collaborative filtering (CF), friend average (FA),
weighted friends (WVF) and naive Bayes (NB). Yunhong Xu et al. presented
using social network analysis as a strategy for E-Commerce Recommendation
[38]. Walter Carrer-Neto et al presented a hybrid recommender system based on
knowledge and social networks. Their experiments in the movie domain shown
promising results compared to traditional methods [7].

Recently, it has emerged some researches applied social network analysis in
the academic area such as building a social network system for analyzing publica-
tion activities of researchers [2], research paper recommendation [16][30][21][10],
collaboration recommendation [8][24], publication venue recommendation [25][33].
In order to extracting useful information from an academic social network Zhuang
et al. proposed a set of novel heuristics to automatically discover prestigious
(and low quality) conferences by mining the characteristics of Program Com-
mittee members [40]. Chen et al. introduces CollabSeer, a system that considers
both the structure of a co-author network and an author’s research interests for
collaborator recommendation [8]. CollabSeer suggests a different list of collabo-
rators to different users by considering their position in the co-authoring network
structure. In work related to publication venues recommendation, Pham et al.
proposed a clustering approach based on the social information of users to de-
rive the recommendations [33]. They studied the application of the clustering



approach in two scenarios: academic venue recommendation based on collabora-
tion information and trust-based recommendation.

In summary, traditional approaches for recommendation do not mention the
users’ relationship which can effect to the behavior and the interest of individuals.
So, we are going to apply the Social Network Analysis approach combine with
traditional methods to develop recommender systems in the academic domain
which has not received enough attention.

3 Research Procedures

3.1 Overview of our research
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Fig. 3. A framework for SNA based recommender systems in the academic area

In order to develop SNA based methods used for recommendations in aca-
demic research field, we need to do some prepared steps or to solve some sub



problems such as extracting, integrating metadata of publications from many
various sources, identifying and modeling the social structure from this collec-
tion. The overview of these tasks is shown in the picture 3.

3.2 Research methodology

There are many various research methodologies, but we have applied research
methods such as quantitative and qualitative analyzing methods, trial-and-error
methods, modeling methods, and experiment-and-evaluation methods.

3.3 Planing Specific Procedures

Table 1. The list of research procedures

Specific tasks Research methodology

Studying the overview of recommender systems and ap-
proaches for recommendation.

Survey, the quantitative and
qualitative analyzing methods

Studying the fundamentals of graphical models and its
application in social network analysis.

Survey, the quantitative and
qualitative analyzing methods

Crawling science publications from various online. Experiment-and-evaluation
methods

Analyzing, extracting the bibliographical data of science
publications.

Trial-and-error method;
experiment-and-evaluation
methods

Building the collaborative network from the collection of
publications.

The quantitative and qualita-
tive analyzing methods, the
modeling methods

Modeling and analyzing collaborative behaviours of the
research community by using probability graphical ap-
proach.

The quantitative and qualita-
tive analyzing methods, the
modeling methods

Developing measures, algorithms, methods based on
probabilistic inference in the collaborative network to
improve the recommendation results in the academic
domain. (Focus on the recommendation problems such
as research paper recommendation, collaboration recom-
mendation, publication venue recommendation.)

The quantitative and qualita-
tive analyzing methods, trial-
and-error methods, experiment-
and-evaluation methods.

4 Our initial results

We have solved subproblems which mentioned in the picture 3 for our research
objective. We set focus on computer science publications. We proposed methods
and developed tools used for extracting and integrating metadata of computer
science publication from online digital libraries. We used JAPE grammar of



GATE to define rules, patterns for extracting metadata from PDF publications
[13][14]. In order to have a rich collection of computer science publications, we
developed tools and methods for integrating bibliographical data of these publi-
cations from various online digital libraries [17].

To identify and model social structure from the collection of these papers,
we proposed a collaborative knowledge model that based on graph theory and
probability measures [15]. The model and measures can be used to identify users
or groups that have same interest in the network. It is useful information for
recommendation. We also developed and improved methods based on the col-
laborative network analysis approach for research paper recommendation [16]
and publication venue recommendation [25].

5 Conclusion and future work

In this paper, we presented our research proposal based on social network anal-
ysis approach to develop recommender systems in the academic domain. We
did the literature review related to recommender systems, social network anal-
ysis: methods and applications. Our research problem is a interesting problem
which has attracted the attention of the research community in many different
fields such as computer science, social science. The proposed approach can be
used to fill the gap of traditional approaches. With our initial results, we believe
that the approach based on social network analysis is a potential approach. For
the future work, we have developed methods based on the science collaborative
network analysis for recommender systems in the academic area.
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